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Abstract

In a unidirectional solidi®cation design problem, the solidi®cation velocity and the liquid-side interfacial
temperature gradient are of principle interest due to their e�ect on the morphology of the cast structure. The design

challenge is prediction of the temporal conditions at the boundaries, such that the solidi®cation velocity and the
liquid-side temperature gradient at the solid±liquid interface follow a predetermined design scenario. The stated
problem requires the resolution of two inverse problems: one, in an expanding solid domain and the second, in a

shrinking liquid domain. An innovative solution technique is proposed and demonstrated for design of the liquid-
side temperature gradient during unidirectional solidi®cation. During the early transient, the control of the
interfacial temperature gradient presents a challenge due to the di�usion time between the boundary and the

interface. This challenge is met using a combination of initial condition design and time structuring, which allows
independent control of the interfacial temperature gradient for the extent of the solidi®cation process. The solution
is developed in the context of a classic weighted-residual method, where the temporal variable is treated in an
elliptic fashion. 7 2000 Elsevier Science Ltd. All rights reserved.

1. Introduction

To assure the quality and reliability of a casting, the
ability to predict and control its morphology is of

paramount importance. The main parameters govern-
ing the morphology during the casting process are the
solidi®cation velocity, V, and the liquid-side interfacial

temperature gradient Gl [1±3]. The ability to control
the microstructure of a casting possesses the potential
to produce a desired morphology, which can have a
profound e�ect on the metallurgical properties of the

casting. It is expected [3] that the movement towards
directionally solidi®ed and single-crystal castings will
continue to grow, since the resulting microstructure

provides the materials with improved strength at high

temperatures and better thermal fatigue resistance.

The rationale for proposing the inverse solidi®cation

design problem, illustrated in Fig. 1, lies in the devel-

opment of a controlled cast structure. In order to pro-

duce such a controlled cast structure, one must possess

the ability to exert independent control of the solidi®-

cation velocity, V(t ), and the liquid-side interfacial

temperature gradient Gl�t�:
The body of literature concerned with inverse

analysis of solidi®cation problems is relatively lim-

ited. Various methodologies have been proposed to

resolve this class of inverse problems, with varying

degrees of success [4±12]. The authors are unaware,

however, of any studies that directly address the

resolution of the solidi®cation design problem in

which independent control of the interfacial velocity,
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V(t ), and liquid-side interfacial temperature gradient,

Gl�t�, has been demonstrated.
Zabaras, Mukherjee, and Richmond [4], investi-

gated the application of an integral method com-

bined with the sensitivity analysis technique of
Beck, Blackwell, and St. Clair, Jr. [13] to resolve an
inverse solidi®cation problem. In the resolution of

the solid domain, overspeci®ed interfacial conditions
of V�t� � C and Gl�t� � 0 were utilized. The exact
solution for this problem is given in [14]. The inter-
facial conditions used in the resolution of the liquid

domain, however, where unrelated to the solid
domain. Speci®cally, the exact solution of a one-
phase supercooled solidi®cation problem, given in

[14,15], was used to specify V�t� and Gl�t� for the
liquid domain. The results obtained utilizing the
proposed methodology agreed well with the analyti-

cal solutions. However, the problem investigated did

not address the issue of independent control of the

solidi®cation velocity, V�t�, and the liquid-side inter-
facial temperature gradient, Gl�t�:
Similarly, Zabaras in [6] applied a ®nite element

technique coupled with the future information method
of Beck et al. [13] to resolve two types of inverse soli-
di®cation problems. The ®rst type was identical to that

discussed above in that overspeci®ed interface con-
ditions, i.e., V�t� and Gl�t�, were utilized to predict the
unknown boundary conditions. The second type
involved the use of discrete data, i.e., thermocouple

temperature measurements, to resolve the unknown
boundary conditions and interface information. Of
these two, only the ®rst type is of interest to this expo-

sition. The application of the proposed methodology
was illustrated utilizing the same analytical solutions
described above [14,15]. That is, analytical solutions

are used to generate the overspeci®ed interface data,

Nomenclature

ak�x� time varying expansion coe�cients
bk�x� re-indexed time varying expansion co-

e�cients

cj, k expansion coe�cients
cp speci®c heat
dj, k re-indexed expansion coe�cient

G(t ) interfacial temperature gradient
Gd design liquid-side interfacial temperature

gradient

Gi initial temperature gradient
h�x� mapped interfacial location
h�x� mapped interfacial velocity
hf heat of fusion

k thermal conductivity
L spatial extent of analysis
L di�erential operator

SC �L mapped di�erential operator
N terms in spatial expansion
P terms in temporal expansion

q 00c �t� cold wall heat ¯ux
q 00h �t� hot wall heat ¯ux
R�y�Z, x�� Residual function

s(t ) interfacial location
t temporal coordinate
tf time at which T0�t� reaches Tf

tg time at which Gl�t� reaches Gd

tmax temporal extent of analysis
tp penetration time
tv time at which V�t� reaches Vd

T�x, t� temperature
Tc�t� cold wall temperature history
Tf fusion temperature

Th�t� hot wall temperature history
Ti�x� initial temperature distribution
Tk�Z� Chebyshev polynomial of the ®rst kind

T0�t� interfacial temperature history
V�t� interfacial velocity
Vd design interfacial velocity

x spatial coordinate

Greek symbols

a thermal di�usivity
G�x� mapped interfacial temperature gradient
d dirac delta function
D mapped interfacial location

Z spatial mapping variable
Zl0

modi®ed liquid spatial mapping function
y�Z, x� mapped temperature

yc�x� mapped cold wall temperature history
yh�x� mapped hot wall temperature history
yi�Zl0
� mapped initial temperature distribution

y0�x� mapped interfacial temperature history
x temporal mapping variable
r density

c�Z, x� boundary condition series function
ok�Z� spatial trial function
Oj, k�Z, x� combine spatial-temporal trial function

Subscripts
l liquid quantity
s solid quantity

Superscript
N denotes approximation of quantity
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i.e., V(t ) and Gl�t�, for solution of the solid and liquid
domains as well as to provide a measure of accuracy

for the results. Again, though the results matched well,
the problem investigated did not address the solidi®ca-
tion design problem with independent V�t� and Gl�t�
control.
More recently, Yang and Zabaras have investi-

gated the design of solidi®cation processes in the

presence of natural convection in the liquid for
both pure and binary melts. In [16] the authors
apply the Adjoint method to resolve a pure melt

solidi®cation design problem for which the goal is
the preservation of a ¯at planer interface moving at
a known time varying velocity. The design scenario
is constructed utilizing the direct solution of a one-

dimensional two-phase Stefan problem, with no con-
vection in the liquid. Since the solution to this type
problem naturally gives rise to a ¯at planer inter-

face, the resulting V(t ) and Gl�t�, when utilized in
an inverse design analysis, will predict the desired
boundary conditions. It should be noted that both

the interfacial velocity and liquid-side interfacial
temperature gradient vary in time and will thus
result in a non-uniform microstructure in the ®nal

casting. Similarly, in [17] the authors apply the
Adjoint method to the resolution of a binary melt

solidi®cation design problem in which again the
goal is the preservation of a ¯at planer interface

moving at a constant velocity. A combination of
direct solidi®cation analysis along with the stability
requirement that at any time there is no consti-

tutional undercooling in the liquid de®nes the design
scenario for V(t ) and Gl�t�: The results given indi-
cate that though a constant solidi®cation velocity is

obtained, the liquid-side interfacial temperature gra-
dient varies in time and thus again gives rise to a
non-uniform microstructure. Moreover, the resulting

liquid-side interfacial temperature gradient cannot be
in¯uenced to follow a desired path and is comple-
tely dependent on the selected design scenario for
the interfacial velocity.

The objective of the current exposition is to present
an overall methodology for the resolution of a uni-
directional solidi®cation design problem. The method-

ology consists of a set design or parameter scenarios
combined with a stable numerical technique: the Glo-
bal Time Method (GTM) proposed by Frankel and

Keyhani [12]. These scenarios are constructed such
that the physics of the problem are taken into account
while allowing independent control of solidi®cation

velocity, V�t�, and liquid-side interfacial temperature
gradient, Gl�t�:

Fig. 1. Schematic of the pure melt solidi®cation design problem illustrating the splitting of the solid and liquid domains.
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2. Design scenario

The challenge in the design of a solidi®cation pro-

cess is the approximation of a set of boundary con-
ditions, either surface temperature or heat ¯ux
histories, that when imposed will produce the pre-

scribed solid±liquid interfacial motion and liquid-side
temperature gradient. Upon closer examination, it can
be seen that this design problem can be broken down

into two uncoupled inverse heat conduction problems,
each on a deforming domain as shown in Fig. 1. Res-
olution of the liquid region determines the hot wall

temperature history, Th�t�, required to reproduce the
speci®ed liquid-side interfacial temperature gradient,

Gl�t�: Similarly, resolution of the solid region deter-
mines the cold wall temperature history, Tc�t�, required
to a�ect the desired interfacial motion, s�t�:
Though resolution of either the solid or liquid region

presents a considerable challenge due to the mildly ill-
posed nature of the problem, the liquid region has an

additional di�culty associated with the di�usive nature
of heat conduction. Consider the initial stages of a uni-
directional solidi®cation process. At the instant solidi®-

cation begins, the temporal evolution of Gl�t� is
governed by the velocity of the solid±liquid interface
and the initial temperature distribution near the inter-

face. Since the interfacial motion, s�t�, is a design par-
ameter and thus must follow a predetermined scenario,
it is not a `free' parameter that can be utilized for Gl�t�
control. Therefore, the only means by which control of
Gl�t� may be realized is through the control of the

superheat distribution near the interface, such that, in
conjunction with the prescribed interfacial velocity,
V�t�, the desired temporal behavior of Gl�t� is

obtained. The only `free' parameter available which
can be utilized in controlling the superheat distribution
near the interface is Th�t�: However, any changes in

Th�t� initiated at the instant solidi®cation begins will
alter the temperature distribution near the interface,
and thus Gl�t�, only after the required di�usion time

has elapsed. Therefore, active control of Gl�t� at time t
requires the alteration of Th�t� at time tÿ tp, where tp
is the di�usion time required for a thermal front in-

itiated at x � L to penetrate the liquid domain and
reach the solid±liquid interface at x � s�t�: To accom-
modate this penetration time, the temporal extent of

the analysis domain must be extended such that su�-
cient lead time is provided for the control signals, i.e.,
alterations of Th�t�, to reach the interface.

The preceding discussion illustrates that active con-
trol of Gl�t� is a complex task and why independent

control of V�t� and Gl�t� was thought impossible. This
idea of extending the temporal domain of the analysis
into an area prior to the start of solidi®cation has not

been implemented in any of the previous design studies
of this nature. To illustrate its implementation, a typi-

cal scenario will be discussed applicable to the current
design problem. Consider a melt having an initial tem-

perature distribution Ti�x� at time t � 0, with
Ti�0�rTf where Tf is the fusion temperature of the
material. For the time period 0RtRtp, the surface

temperature at x � 0, which corresponds to the inter-
face position for this time period, is maintained at its
initial value of Ti�0� as shown in Fig. 2(a). Following

this holding period, the surface is cooled from Ti�0� to
Tf in the time period tpRtRtf : Once the surface tem-
perature has reached Tf , any further cooling would

result in the initiation of solidi®cation, and the solid±
liquid interface would separate from the bottom sur-
face and its temperature would remain at Tf as shown
in Fig. 2(a).

The solidi®cation is speci®ed to commence at t > tf ,
and proceed with a design velocity of V�t�, which is
speci®ed to change from zero to a constant value of Vd

during the time period tfRtRtv as shown in Fig. 2(b).
For this design velocity, V�t�, solidi®cation of a region
of length L would require a time period of tmax ÿ tf :
To demonstrate the ability to independently control
Gl�t� via active control of Th�t�, a design scenario for
Gl�t� must be speci®ed which is uncoupled from V�t�:
The proposed design scenario for the temporal evol-
ution of Gl�t� is illustrated in Fig. 2(c). During the
time period 0RtRtp, Gl�t� will be at its initial value of
Gi, corresponding to the speci®ed initial distribution of

Ti�x�: Recall that for trtp the surface at x � 0 is being
cooled resulting in an immediate change in Gl�t�:
Therefore, we require Gl�t� to change from its initial

value of Gi to its design value of Gd in the time inter-
val tpRtRtg:
At this point, the design scenario for inverse analysis

of the liquid domain is complete. Namely, in the time
domain 0RtRtmax, the solid±liquid interface must
move with the design velocity, V�t�, and at x � s�t� be
subject to the overspeci®ed interfacial conditions of

temperature, T0�t�, and temperature gradient, Gl�t�:
Based on this scenario, solidi®cation proceeds with a
constant velocity of Vd for trtv, and a constant

liquid-side interfacial temperature gradient of Gd for
trtg:

3. Mathematical formulation

3.1. Governing equations

Consider the unidirectional solidi®cation of a pure
material or eutectic binary alloy. Assuming that the
solid and liquid phases have equal densities, i.e., no

bulk motion occurs in the liquid domain, the equation
describing energy transport in the solid and liquid
regions is the standard heat equation.
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Solid: Ls

�
T�x, t�� � 0, t > tf , x 2 �0, s�t�� �1a�

Liquid: Ll

�
T�x, t�� � 0, t > 0, x 2 �s�t�, L�, �1b�

where the di�erential operators, Ll and Ls, are given

by

Lj � kj
@ 2

@x 2
ÿ rcpj

@

@ t
, j � l, s: �1c�

The over-speci®ed interfacial conditions are of the

form

T�s�t�, t� � T0:�t�, t > 0 �1d�

@

@x
T�x, t�

����
x�s��t�

� Gl�t�, t > 0, �1e�

@

@x
T�x, t�

����
x�s ÿ�t�

� Gs�t�, t > tf �1f�

and the initial condition is given by

T�x, 0� � Ti�x�, x 2 �0, L�: �1g�

The solid and liquid-side interfacial temperature gradi-
ents, Gs�t� and Gl�t�, are related via the classical Stefan

condition,

rV�t�hf � ksGs�t� ÿ klGl�t�, t > tf �2�

where hf is the heat of fusion of the material.
As stated earlier, resolution of the liquid domain

requires the determination of the hot wall temperature

history, which will reproduce the desired liquid-side
interfacial temperature gradient. Similarly, the solid
domain requires the resolution of the cold wall tem-

perature history, which will reproduce the desired
interfacial motion. Mathematically speaking, we seek

Fig. 2. Illustration of the temporal evolution of the solidi®cation design problem: (a) interface temperature function; (b) interface

velocity function; (c) gradient liquid-side interfacial temperature gradient function.
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knowledge of

T�L, t� � Th�t� � ?, t > 0: �3a�

T�0, t� � Tc�t� � ?, t > 0: �3b�

3.2. Coordinate mapping

To comply with restrictions imposed by the basis

functions utilized in the numerical analysis, the inde-
pendent coordinates must be mapped onto a ®xed
domain bounded by21.

3.3. Liquid domain

For the liquid domain, this mapping is accomplished
utilizing the following linear coordinate transforms:

Zl�x, t� � 2

�
xÿ L

Lÿ s�t�
�
� 1, Zl 2 � ÿ 1, 1�, �4a�

xl�x, t� � 2

�
t

tmax

�
ÿ 1, xl 2 � ÿ 1, 1�, �4b�

where, again, s�t� is the solid±liquid interface position,
L is the spatial extent of the analysis, and tmax is the

temporal extent of the analysis. Treating these new
coordinates as independent variables and using the
chain rule, Eq. (1b) can be recast as

�Ll

�
yl

ÿ
Zl, xl

�� � 0,
ÿ
Zl, xl

� 2 � ÿ 1, 1�, �5a�

where the mapped di�erential operator, �Ll, is given by

�Ll � @ 2

@Z 2
l

ÿ �Lÿ hl�xl �� 2
2altmax

�
Zl ÿ 1

Lÿ hl�xl �
_hl�xl �

@

@Zl

� @

@xl

�
,

ÿ
Zl, xl

� 2 � ÿ 1, 1�,

�5b�

with

yl

ÿ
Zl, xl

� � T

�ÿ
Zl ÿ 1

�Lÿ hl�xl �
2

� L, �xl � 1� tmax

2

�
,

hl�xl � � s

�
�xl � 1� tmax

2

�

_hl�xl � �
d

dxl

hl�xl �, al � kl

rcpl

:

In a similar manner, the over-speci®ed interfacial con-
ditions can be recast as

yl� ÿ 1, xl � � yl0 �xl �, xl 2 � ÿ 1, 1� �6a�

@

@Zl

yl

ÿ
Zl, xl

�����
Zl�ÿ1
� Gl�xl �, xl 2 � ÿ 1, 1� �6b�

where

yl0 �xl � � T0

�
�xl � 1� tmax

2

�
,

Gl�xl � �
Lÿ hl�xl �

2
Gl

�
�xl � 1� tmax

2

�
:

The recasting of the initial condition presents a chal-
lenge due to the fact that we have chosen to treat Zl

and xl as independent variables. To circumvent this,

we must de®ne a special value of Zl that has been `eval-
uated' at xl � ÿ1 to account for the fact that the initial
condition is being drawn from a ®xed coordinate
frame. Let

Zl0
� 2

�
x

L

�
ÿ 1, Zl0

2 � ÿ 1, 1�, �7a�

such that

Zl0
� ÿZl ÿ 1

��Lÿ hl�xl �
L

�
� 1: �7b�

Evaluating yl�Zl, xl� at xl � ÿ1, and noting that
Zl0
� Zl, the initial condition can be recast as

yl

ÿ
Zl � Zl0

, ÿ 1
� � yi�Zl0 �, Zl0

2 � ÿ 1, 1�, �8�

where

yi�Zl0 � � Ti

�ÿ
Zl0
� 1

�L
2

�
:

Finally, the unknown hot wall boundary condition can
be recast as

yl�1, xl � � yh�xl �, xl 2 � ÿ 1, 1�, �9�
with

yh�xl � � Th

�
�xl � 1� tmax

2

�
:

3.4. Solid domain

For the solid domain, a similar set of linear coordi-

nate transformations are utilized. Let

Zs�x, t� � 2

�
x

s�t�
�
ÿ 1, Zs 2 � ÿ 1, 1�, �10a�
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xs�x, t� � 2

�
tÿ tf

tmax ÿ tf

�
ÿ 1, xs 2 � ÿ 1, 1�: �10b�

Again, treating these coordinates as independent vari-
ables and applying the chain rule, the governing Eq.
(1a), can be recast as

�Ls

�
ys

ÿ
Zs, xs

�� � 0,
ÿ
Zs, xs

� 2 � ÿ 1, 1� �11a�

The mapped di�erential operator, �Ls, is given by

�Ls � @ 2

@Z 2
s

ÿ h 2
s �xs �

2as�tmax ÿ tf �
�
ÿ Zs � 1

hs�xs �
_hs�xs �

@

@Zs

� @

@xs

�
,

ÿ
Zs, xs

� 2 � ÿ 1, 1�

�11b�

where

ys

ÿ
Zs, xs

� � T

�ÿ
Zs � 1

�hs�xs �
2

, �xs � 1� tmax ÿ tf
2

� tf

�
,

hs�xs � � s

�
�xs � 1� tmax ÿ tf

2
� tf

�
,

_hs�xs � �
d

dxs

hs�xs �, as � ks

rcps

:

Proceeding in a similar manner, the mapped over-

speci®ed interfacial conditions are given by

ys�1, xs � � ys0 �xs �, xs 2 � ÿ 1, 1� �12a�

@

@Zs

ys�Zs, Zs �xs

����
Zs�1
� Gs�xs �, xs 2 � ÿ 1, 1�, �12b�

where

ys0 �xs � � T0

�
�xs � 1� tmax ÿ tf

2
� tf

�
,

Gs�xs �
hs�xs �
2

Gs

�
�xs � 1� tmax ÿ tf

2
� tf

�
:

Due to the uncoupling of the solid and liquid domains,
an initial condition must be formulated for the solid

domain. Recall from the discussion of Fig. 2 that for
trtf we require T0�t� � Tf : Rearranging Eq. (10a)

x � ÿZs � 1
�hs�xs �

2
,

evaluating it at xs � ÿ1, and noting that hs�ÿ1� � 0, it

can clearly be seen that x � 0 is mapped onto
ÿ1RZsR1: Therefore, by forcing Eq. (12a) to be satis-
®ed at xs � ÿ1, to provide continuity of temperature

at the boundary, we require

ys

ÿ
Zs, ÿ 1

� � ys0
� ÿ 1� � Tf , Zs 2 � ÿ 1, 1�: �13�

Lastly, the unknown cold wall boundary condition can

be recast as

ys� ÿ 1, xs � � yc�xs �, xs 2 � ÿ 1, 1�, �14�
where

yc�xs � � Tc

�
�xs � 1� tmax ÿ tf

2
� tf

�
To complete the transformation of the solid domain,
the Stefan condition shown in Eq. (2) must also be
mapped onto a ®xed domain. With regard to the map-

ping of the temporal variable, two possibilities exist, xs

or xl: Since the Stefan condition is only valid during
solidi®cation, its temporal domain is limited to

tf < tRtmax, which corresponds to the xs mapping.
Therefore, utilizing Eq. (10b) the Stefan condition can
be recast as

Gs�xs � �
hs�xs �
2ks

�
2

tmax ÿ tf
rhf

_hs�xs � � klGl

�
�xs

� 1� tmax ÿ tf
2

� tf

��
,

xs 2 � ÿ 1, 1�:

�15�

4. Application of global time method

In order to resolve the solid and liquid domains, the

Global Time Method, GTM, will be employed. This
method has been applied to both direct and inverse
problems [12,18±20], and has been found to produce

stable and accurate results. The premise of the method
is the classical weighted-residual method in which time
is treated in an elliptic fashion. This treatment allows

the resolution of the entire space±time domain simul-
taneously.

4.1. Liquid domain

To begin the formulation process, the unknown tem-
perature ®eld, yl�Zl, xl�, is assumed to be expressible as

a series expansion of the form

yl

ÿ
Zl, xl

� �X1
k�0

ak�xl �Tk�Zl �,
ÿ
Zl, xl

� 2 � ÿ 1, 1�, �16�

where Chebyshev polynomials of the ®rst kind,
Tk�Zl�1k�0, have been chosen as the global spatial basis
functions. For computational purposes, an in®nite
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number of terms cannot be retained. Therefore, the
series must be truncated after say N� 2 terms. De-

noting this approximation to yl�Zl, xl� as yN�1l �Zl, xl�,
Eq. (16) can be rewritten as

yl

ÿ
Zl, xl

�
1yN�1l

ÿ
Zl, xl

� �XN�1
k�0

aN�1k �xl �Tk�Zl �,

ÿ
Zl, xl

� 2 � ÿ 1, 1�
�17�

where limN41aN�1k �xl� � ak�xl�: To preclude the need

for special treatment of the interfacial and initial con-
ditions, e.g., boundary residual statements, the expan-
sion can be modi®ed to directly incorporate these

conditions. This procedure also removes the introduc-
tion of errors into the solution from the boundaries.
Forcing Eq. (17) to identically satisfy the interfacial
conditions, Eqs. (6a) and (6b), performing some al-

gebraic manipulations, and reindexing the series, we
obtain

yNl
ÿ
Zl, xl

� � yl0 �xl � �
ÿ
Zl � 1

�
Gl�xl �

�
XN
k�1

bNk �xl �olk �Zl �,

ÿ
Zl, xl

� 2 � ÿ 1, 1�

�18a�

where

olk �Zl � � Tk�1�Zl � � � ÿ 1�k
�
1ÿ �k� 1� 2ÿZl � 1

��
, �18b�

bNk �xl� � aN�1k�1 �xl� and yNl �Zl, xl�� yN�1l �Zl, xl�: Next, we
choose to express the time-varying expansion coe�-

cients fbNk �xl�gNk�1 as a series expansion of the form

bNk �xl � �
XPkÿ1

j�0
cNj, kTj�xl �, xl 2 � ÿ 1, 1�,

k � 1, 2, . . . ,N,

�19�

where Chebyshev polynomials of the ®rst kind have

been chosen as the global temporal basis functions.
Substituting Eq. (19) into Eq. (18a) gives

yNl
ÿ
Zl, xl

� � yl0 �xl � �
ÿ
Zl � 1

�
Gl�xl �

�
XN
k�1

XPkÿ1

j�0
cNj, kTj�xl �olk �Zl �,

ÿ
Zl, xl

� 2 � ÿ 1, 1�:

�20�

To incorporate the initial condition, a somewhat more

complex series of operations is required as compared
to incorporation of the interfacial conditions. The ®rst
step is to force Eq. (20) to identically satisfy the initial

condition, Eq. (8),

yNl
ÿ
Zl0

, ÿ 1
� � yi�Zl0 �
� yl0
� ÿ 1� � ÿZl0

� 1
�
Gl� ÿ 1�

�
XN
k�1

XPkÿ1

j�0
cNj, kTj� ÿ 1�olk �Zl0 �,

Zl0
2 � ÿ 1, 1�:

�21�

Subtracting Eq. (21) from Eq. (20) and noting that
Tj�ÿ1� � �ÿ1� j gives

yNl
ÿ
Zl, xl

� � yi�Zl0 � � yl0 �xl � ÿ yl0
� ÿ 1�

� ÿZl � 1
�
Gl�xl � ÿ

ÿ
Zl0
� 1

�
Gl� ÿ 1�

�
XN
k�1

XPkÿ1

j�0
cNj, k

�
Tj�xl �olk �Zl �

� � ÿ 1� j�1olk �Zl0 �
�
,ÿ

Zl, xl

� 2 � ÿ 1, 1�, Zl0
2 �D, 1�,

�22�

where D � 2 hl�xl �
L ÿ 1: Finally, reapplying the interfacial

conditions to Eq. (22), solving for yl0 �ÿ1� and Gl�ÿ1�,
and substituting the results back into Eq. (22) we

obtain

yNl
ÿ
Zl, xl

� � cl

ÿ
Zl, xl

��XN
k�1

XPk

j�1
d N

j, kOlj, k

ÿ
Zl, xl

�
,

ÿ
Zl, xl

� 2 � ÿ 1, 1�,
�23a�

where

cl

ÿ
Zl, xl

� � yi�Zl0 � ÿ yi�D� � yl0 �xl �

� ÿZl � 1
� 

Gl�xl � ÿ
�
Lÿ hl�xl �

L

�
@

@Zl0

yi�Zl0 �
�����Zl0
� D

!

�23b�

and

Olj, k

ÿ
Zl, xl

� � Tjÿ1�xl �olk �Zl �

� � ÿ 1� j
0@olk �Zl0 � ÿ olk

�D�

ÿ ÿZl � 1
��Lÿ hl�xl �

L

�
@

@Zl0

olk �Zl0 �
�����
Zl0
�D

1A: �23c�
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Since the expansion in Eq. (23a) identically satis®es all
the interfacial and initial conditions, all that remains

to fully resolve the liquid domain is the determination
of the expansion coe�cients. Towards this goal, or-
thogonal collocation will be called upon. For the appli-

cation of orthogonal collocation, a residual statement
must ®rst be formulated. This is accomplished via the
substitution of the assumed expansion, Eq. (23a), into

the governing equation, Eq. (5a), and the addition of a
residual function to maintain the equality. Performing
these operations gives

RN
l

�
yNl
ÿ
Zl, xl

�� � �Ll

h
yNl
ÿ
Zl, xl

�i
,ÿ

Zl, xl

� 2 � ÿ 1, 1�:
�24�

In general, we cannot expect RN
l �yNl �Zl, xl�� � 0 for �Zl,

xl� 2 �ÿ1, 1�: Because of this, we seek to determine a
set of expansion coe�cients, which will minimize the
residual function in some sense. For orthogonal collo-

cation, we require that the residual function be orthog-
onal to a set of test functions with respect to the
appropriate weight function. This can be written com-

pactly using the inner product of two functions as

hRN
l

�
yNl
ÿ
Zl, xl

��
, d�Zl ÿ Zlm �d

ÿ
xl ÿ xln

�i1 � 0,

m � 1, 2, . . . ,N, n � 1, 2, . . . ,Pm,

�25�

where d represents the Dirac delta function. The collo-
cation points, fZlm

gNm�1 and fxln gPm

n�1, are de®ned accord-

ing to the open rule as

Zlm
� cos

� �2mÿ 1�p
2N

�
, m � 1, 2, . . . ,N, �26a�

xln � cos

� �2nÿ 1�p
2Pm

�
, n � 1, 2, . . . ,Pm: �26b�

Recognizing the `sifting' nature of the Dirac delta
function, substituting Eq. (23a) into Eq. (25) and using

Eq. (24), the explicit matrix form for the resolution of
the expansion coe�cients becomes

XN
k�1

XPk

j�1
d N

j, k
�Ll

�
Olj, k

ÿ
Zlm

, xln

�� � ÿ �Ll

�
cl

ÿ
Zlm

, xln

��
,

m � 1, 2, . . . ,N, n � 1, 2, . . . ,Pm:

�27�

Once the expansion coe�cients have been determined
via inversion of Eq. (27), the liquid domain can be
reconstructed using Eq. (23a).

4.2. Solid domain

Owing to the similarity in the application of the

GTM to the liquid domain, an in-depth exposition of
the solid domain is not presented. Instead, a brief

overview will be presented, which points out the sig-
ni®cant di�erences between the two domains. As
before, we begin by assuming a series expansion for

the unknown temperature ®eld in terms of a set of
unknown time varying expansion coe�cients and glo-
bal spatial basis functions. Next, the series is trun-

cated and algebraically manipulated such that it
identically satis®es the boundary conditions in Eqs.
(12a) and (12b). Thereafter, the time varying expan-

sion coe�cients are expanded into a series in terms
of a set of unknown expansion coe�cients and global
temporal basis functions. We next wish to force the
series to identically satisfy the initial condition in Eq.

(13). It is the incorporation of this condition, where
the solid and liquid di�er. The solid domain allows
incorporation using the same approach as that used

for the boundary conditions, whereas, the liquid
domain required a complex series of operations for
incorporation of the initial condition. At this point,

the series expansion for the unknown temperature
identically satis®es all the necessary ancillary con-
ditions and all that remains is the determination of

the expansion coe�cients. The formulation of the re-
sidual function, required by the weighted residuals
technique, is accomplished through substitution of the
series expansion into the governing equation, Eq.

(11a), and the addition of the residual function to
maintain the equality. The unknown expansion coe�-
cients can then be obtained through the minimization

of the residual function utilizing orthogonal colloca-
tion. Once obtained, the expansion coe�cients can be
used in the reconstruction of the unknown tempera-

ture ®eld and calculation of the heat ¯ux at the cold
wall.

5. Results

To test the methodology presented above, two
test cases were chosen to provide illustrative results.
For both cases, the spatial extent was chosen as

L � 38:1 mm. The initial superheat distribution con-
sisted of a linear pro®le with Ti�0� � Tf and Gi �
0:5 K/mm. With these choices, it can be seen that
tf � tp and the interfacial temperature history

becomes T0�t� � Tf : For the spatial extent and melt
material chosen, the penetration time was over-esti-
mated as tp � 14 s. Design values for the interfacial

velocity and liquid-side interfacial temperature gradi-
ent of Vd � 0:2 mm/s, and Gd � 0:94 K/mm, re-
spectively, were utilized.

The two test cases are delineated by the temporal
evolution of the interfacial velocity, V(t ), and the
liquid-side interfacial temperature gradient, Gl�t�: The
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cases presented are similar to those investigated by the
authors in [21] utilizing the Function Decomposition

Method, FDM. The ®rst test case utilizes values for tv
and tg of 64 s and 82 s, respectively. The second test
case, using values of tv � 37 s and tg � 58 s, explores

the e�ects of shorter development times for the design
velocity and the interfacial temperature gradient on the

required hot and cold wall active control measures and
the ability of the GTM to resolve these measures. To
assure the majority of the domain would be solidi®ed,

Fig. 3. Scenarios utilized in the investigation of the solidi®cation design problem: (a) interfacial velocity; (b) liquid-side interfacial

temperature gradient.
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a maximum time of tmax1205 s was chosen. The de-
sign velocity scenarios for both cases are shown in

Fig. 3(a).
For the melt material, a lead±tin, PbSn, alloy of

eutectic composition, 61.9 wt% Sn, was selected. For

this material, the following physical properties, evalu-
ated at its eutectic temperature of Tf � 1838C, were

used [22]: ks � 28:530 W/m K, cps
� 165:72 J/kg K,

kl � 12:890 W/m K, cpl
� 207:80 J/kg K, and hf �

27837:35 J/kg. Although the solid and liquid densities

Fig. 4. Hot wall temperature history, Th�t�, required to control solidi®cation with respect to the liquid-side interfacial temperature

gradient, Gl�t�: (a) case 1, N � 10, P � 100; (b) case 2, N � 12, P � 150:
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are unequal, they are assumed equal to comply with
the assumption of no bulk motion in the liquid region.

Thus a constant value of r � 8526:24 kg/m3 was uti-
lized in the analysis.
A direct analysis of the liquid domain was con-

ducted to provide a clear delineation between the de-
sign liquid-side interfacial temperature gradient and
that which would occur if no active measures are

taken on the hot wall, x � L: The direct analysis was
based on the design interfacial velocity scenario, V(t ),
interfacial temperature history of T0�t� � Tf , initial lin-

ear temperature distribution with Ti�0� � Tf and Gi �
0:5 K/mm, and a constant temperature gradient of 0.5
K/mm at the hot wall. Comparisons of the liquid-side
interfacial temperature gradient, Gl�t�, under con-

trolled, i.e., design scenario, and uncontrolled, i.e.,
direct analysis, conditions for both cases are presented
in Fig. 3(b). The ®gure, clearly illustrates the di�er-

ences in the desired temporal behavior of Gl�t� and the
behavior if no active control measures are taken at
x � L: It also illustrates that case 2 requires an earlier

initiation of the control, due to the earlier deviation of
the design Gl�t� from the uncontrolled behavior of the
interfacial temperature gradient.

The active measures required to achieve a controlled
solidi®cation with respect to the liquid-side interfacial
temperature gradient, Gl�t�, are shown in Fig. 4 and 5
along with those obtained by the authors utilizing the

FDM [21]. Also, the results of the direct analysis dis-
cussed above are included in these ®gures for compari-

son. These ®gures reveal several important points
which should be noted. Firstly, Fig. 4(a) and (b)

clearly illustrate that the inclusion of the penetration
time in the design scenarios is necessary. This is evi-
denced by the fact that active measures must be taken

at the top wall, i.e., Th�t� deviates from the direct sol-
ution, almost immediately, t10 s, to e�ect a change in
the liquid-side interfacial temperature gradient some

time later in the transient, t114 s. If, on the other
hand, the penetration time had not been included, i.e.,
the design liquid-side temperature gradient was chosen

to deviate from the uncontrolled behavior at the start
of the transient, no solution would be obtained. This is
due to the fact that active measures required to e�ect
this deviation would have occurred prior to the start

of the analysis, i.e., at `negative times'. Secondly, it can
be seen that the establishment of the design liquid-side
interfacial temperature gradient requires highly transi-

ent measures during the early parts of the transient,
while its maintenance during the latter parts of the
transient requires subdued control measures.

A comparison of the results obtained for cases 1 and
2 illustrate an important point from the standpoint of
implementation. For case 1, Fig. 5 clearly shows that

the heat ¯ux is positive throughout the transient indi-
cating that only heating is required at the top wall.
However, for case 2 the ®gure clearly shows that the
heat ¯ux is negative for some portion of the transient

indicating that both heating and cooling are required
at the top wall. This is an important consideration

Fig. 5. Hot wall heat ¯ux history, q 00h �t�, required to control solidi®cation with respect to the liquid-side interfacial temperature

gradient, Gl�t�: Note: q 00h �t� > 0 indicates heating.
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when designing an apparatus to implement these con-
trol strategies. It is also noteworthy that even though

the scenarios for cases 1 and 2 are similar in many
aspects, the control strategies required to achieve the
desired solidi®cation, i.e., Th�t� and q 00h �t�, are markedly

di�erent and require varying levels of complexity with
regards to the hardware implementation.

To achieve the desired interfacial motion, s�t�,
during the solidi®cation process, the active control
measures shown in Fig. 6(a) and (b) must be applied.

Fig. 6. Active measures required to control solidi®cation with respect to the interfacial velocity, V(t ). Cases 1, 2: N � 10, P � 100:

(a) cold wall temperature history, Tc�t�; (b) cold wall heat ¯ux history, q 00c �t�: Note: q 00c �t� < 0 indicates cooling.
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These results, illustrate that the di�erences in the
liquid-side interfacial temperature gradient scenarios

for cases 1 and 2, have minimal e�ect on the cold wall
control strategy in that the overall character of the
curves is maintained. This is expected, since the only

di�erence between the two cases is the amount of time
required for the design velocity to reach its constant

design value of 0.2 mm/s. Recall that the value of tv
for case 2 is 27 s less than that for case 1.
To establish convergence of the results presented,

Fig. 7. E�ect of N and P on the boundary heat ¯ux prediction for case: (a) hot wall heat ¯ux history, q 00h �t�; (b) cold wall heat ¯ux

history, q 00c �t�:

S.W. Hale et al. / Int. J. Heat Mass Transfer 43 (2000) 3795±38103808



numerical experiments were performed. The results of
these experiments for case 2 are shown in Fig. 7. For

the hot wall active control, increasing N from 12 to 14
and P from 150 to 175 show no e�ect on the solution
indicating convergence. Similarly, increasing N from 10

to 12 and P from 100 to 125 show no e�ect on the
cold wall active control solution again indicating that
convergence has been obtained. For case 1, similar

results were obtained in that increasing the values of N
and P above those presented provided no change in
the solution.

In addition to illustrating convergence, the results
of these additional runs indicate that the GTM is
una�ected by the size of the `time step', i.e., increas-
ing P does not induce instability into the solution.

This is a marked advantage of utilizing the GTM to
solve this type of design problem over more tra-
ditional methods.

6. Conclusions

Though the test cases chosen are relatively simpli-

®ed, they do illustrate the ability of the GTM to
resolve this type of solidi®cation design problem. Fur-
thermore, the results obtained suggest that it is not

only possible to independently control V�t� and Gl�t�
during a casting process, but the active measures
required to do so are not only physically realistic but

relatively undemanding to implement in a laboratory
setting. The authors plan future work, which will
further illustrate the application of the GTM to more

complex solidi®cation design problems. E�ects such
as unequal phase densities, temperature dependent
thermal properties, and the presence of a mushy
zone, i.e., binary solidi®cation, are currently under

consideration. The inclusion of these e�ects will
require the extension of the basic GTM to handle
non-linear e�ects further illustrating its inherent ¯exi-

bility.
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